




[Plan for action towards SDGs through digitalization] 
35. In order to share the benefits of digitalization globally to contribute to the implementation of the G20 action plan on the 2030 agenda on 
sustainable development and leave no one behind, we will endeavor to share good practices and lessons learnt from their experiences in 
solving social problems by using the G20 Repository of Digital Policies. 

36. We encourage all stakeholders in their respective roles to work together in facilitating digitalization in developing countries and regions, as 
well as globally, by making use of good practices and knowledge-sharing. For this objective, all G20 members and other interested countries are 
invited to discuss how to make use of good practices and knowledge and to set actions into motion to collaborate, cooperate and support the 
efforts for digitalization, including advance progress towards SDGs in developing countries and regions. We consider that digital governance is 
an essential leverage of prosperity, social inclusion and environmental sustainability with measurable results. We note the work of the 
Development Working Group for the Guiding Principles for the Development of Science, Technology, and Innovation for SDGs Roadmaps. We 
are committed to capacity-building around the world as a vehicle for implementing SDGs. 

37. The knowledge sharing activity will be supported by the World Bank and other relevant international organizations, within their existing 
mandates and core competencies and managed by interested G20 members and other interested countries. 

6. SDGs and Inclusion（続き）
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38. We will continue to work toward a human-centric future society, and emphasize the importance of working 
with all interested parties and stakeholders in sharing good practices and experiences, including inclusive 
digital economy business models, in digitalization to advance globally inclusive development of digital society. 

39. We recognize the role and contributions of the G20 engagement groups and other civil society 
groups in the G20 process. We thank International Organizations, including the APT, ERIA, IMF, ITU, OECD, 
UNCTAD, WB, and WTO for contributing their expertise to the work of the G20 DETF and welcome their efforts 
to maximize the positive impact of the digital economy. 

7. Way Forward 

G20貿易・デジタル経済閣僚声明 共通パートの概要 19



64. We, the G20 Trade Ministers and Digital Economy Ministers, recognizing the growing impact of digitalization on our 
societies and economies including in trade and commerce, reaffirmed the importance of the interface between trade and the 
digital economy as stated in the Buenos Aires Leaders’ declaration. We discussed related issues on the interface between 
trade and the digital economy. 

65. We exchanged views on various issues including the concept of data free flow with trust, WTO discussions on electronic 
commerce, and needs for capacity building, bearing in mind the importance of ensuring that all countries are able to realize 
their opportunities. Discussions should continue with a view to enhance the benefits of digitalization, which is transforming
every aspect of our economies and societies, and can contribute to economic growth, job creation, inclusion, development 
and innovation. 

Ⅳ. Towards the Osaka Summit 
66. With a view to deepening G20 cooperation in the area of Trade and Digital Economy, we jointly recommend our Leaders 
consider these important topics at the Osaka Summit.

Ⅲ.Interface between Trade and the Digital Economy 
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The G20 supports the Principles for responsible stewardship of Trustworthy AI in Section 1 and takes note of the Recommendations in 
Section 2. 

Section 1: Principles for responsible stewardship of trustworthy AI 
1.1. Inclusive growth, sustainable development and well-being 
Stakeholders should proactively engage in responsible stewardship of trustworthy AI in pursuit of beneficial outcomes for people and the planet, such 
as augmenting human capabilities and enhancing creativity, advancing inclusion of underrepresented populations, reducing economic, social, gender 
and other inequalities, and protecting natural environments, thus invigorating inclusive growth, sustainable development and well-being. 

1.2. Human-centered values and fairness 
a) AI actors should respect the rule of law, human rights and democratic values, throughout the AI system lifecycle. These include freedom, dignity 
and autonomy, privacy and data protection, non-discrimination and equality, diversity, fairness, social justice, and internationally recognized labor 
rights. 
b) To this end, AI actors should implement mechanisms and safeguards, such as capacity for human determination, that are appropriate to the 
context and consistent with the state of art. 

1.3. Transparency and explainability
AI Actors should commit to transparency and responsible disclosure regarding AI systems. To this end, they should provide meaningful information, 
appropriate to the context, and consistent with the state of art: 
i. to foster a general understanding of AI systems; 
ii. to make stakeholders aware of their interactions with AI systems, including in the workplace; 
iii. to enable those affected by an AI system to understand the outcome; and, 
iv. to enable those adversely affected by an AI system to challenge its outcome based on plain and easy-to-understand information on the factors, 
and the logic that served as the basis for the prediction, recommendation or decision. 

1.4. Robustness, security and safety 
a) AI systems should be robust, secure and safe throughout their entire lifecycle so that, in conditions of normal use, foreseeable use or misuse, or 
other adverse conditions, they function appropriately and do not pose unreasonable safety risk. 
b) To this end, AI actors should ensure traceability, including in relation to datasets, processes and decisions made during the AI system lifecycle, to 
enable analysis of the AI system’s outcomes and responses to inquiry, appropriate to the context and consistent with the state of art. 

ANNEX G20 AI Principles 

G20貿易・デジタル経済閣僚声明 アネックスの全文 21



c) AI actors should, based on their roles, the context, and their ability to act, apply a systematic risk management approach to each phase of the AI system lifecycle on a 
continuous basis to address risks related to AI systems, including privacy, digital security, safety and bias. 
1.5. Accountability 
AI actors should be accountable for the proper functioning of AI systems and for the respect of the above principles, based on their roles, the context, and consistent 
with the state of art.

Section 2: National policies and international co-operation for trustworthy AI 
2.1. Investing in AI research and development 
a) Governments should consider long-term public investment, and encourage private investment, in research and development, including inter-disciplinary 
efforts, to spur innovation in trustworthy AI that focus on challenging technical issues and on AI-related social, legal and ethical implications and policy issues. 
b) Governments should also consider public investment and encourage private investment in open datasets that are representative and respect privacy and 
data protection to support an environment for AI research and development that is free of inappropriate bias and to improve interoperability and use of 
standards. 

2.2. Fostering a digital ecosystem for AI 
Governments should foster the development of, and access to, a digital ecosystem for trustworthy AI. Such an ecosystem includes in particular digital 
technologies and infrastructure, and mechanisms for sharing AI knowledge, as appropriate. In this regard, governments should consider promoting mechanisms, 
such as data trusts, to support the safe, fair, legal and ethical sharing of data. 

2.3 Shaping an enabling policy environment for AI 
a) Governments should promote a policy environment that supports an agile transition from the research and development stage to the deployment and 
operation stage for trustworthy AI systems. To this effect, they should consider using experimentation to provide a controlled environment in which AI systems 
can be tested, and scaled-up, as appropriate. 
b) Governments should review and adapt, as appropriate, their policy and regulatory frameworks and assessment mechanisms as they apply to AI systems to 
encourage innovation and competition for trustworthy AI. 

2.4. Building human capacity and preparing for labor market transformation 
a) Governments should work closely with stakeholders to prepare for the transformation of the world of work and of society. They should empower people to 
effectively use and interact with AI systems across the breadth of applications, including by equipping them with the necessary skills. 
b) Governments should take steps, including through social dialogue, to ensure a fair transition for workers as AI is deployed, such as through training programs 
along the working life, support for those affected by displacement, and access to new opportunities in the labor market.
c) Governments should also work closely with stakeholders to promote the responsible use of AI at work, to enhance the safety of workers and the quality of 
jobs, to foster entrepreneurship and productivity, and aim to ensure that the benefits from AI are broadly and fairly shared.

ANNEX G20 AI Principles（続き）
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2.5. International co-operation for trustworthy AI 
a) Governments, including developing countries and with stakeholders, should actively cooperate to advance these principles and to progress on responsible 
stewardship of trustworthy AI. 
b) Governments should work together in the OECD and other global and regional fora to foster the sharing of AI knowledge, as appropriate. They should 
encourage international, cross-sectoral and open multi-stakeholder initiatives to garner long-term expertise on AI. 
c) Governments should promote the development of multi-stakeholder, consensus-driven global technical standards for interoperable and trustworthy AI. 
d) Governments should also encourage the development, and their own use, of internationally comparable metrics to measure AI research, development and 
deployment, and gather the evidence base to assess progress in the implementation of these principles.

＊This Annex draws from the OECD principles and recommendations.

ANNEX G20 AI Principles（続き）
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